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Simple Regression

Determining coefficients
Assuming » data points denoted by Y, the regression equation, ¥; = ¢ +
bX;, can be estimated so as to minimize the sum of the squared deviations.
Defining
e =Y - Y,
then
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Set - IUY, - P2
By substitution,

Ye? = MY, - a - bX, %
Applying caleulus,

:
"fq—"" - SN, - a- XD -0 =
"f: = -2NK(¥, - a - BX) = 0. (&40}
From (539)
- SY, 4 na+ b3X, - 0 a1
From (5-40}
- SXY, + 43X, + bIX? = 0. 542)
Equations (5-41) and (5-42) can be solved simultaneously to obtaln
the values of a and b, Solving 15-411 for a gives
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Tich substroted into 15-62) vields

Thus, the values of @ and b in 15431 and 441 correspnd 10 the
frines where the fest denvatives af 15411 and (5-£2)are soro: that s, wheree
ke surm of the squred errors is at a minjenum.

Since the vaue of b is known through (-84, it can be substituted
[nta 154301 (o gt a. The salutiun point for a and b 1 inderd where 3¢ i at

aving thal

ation 5 in terens
o deviations frum the mean valaes of X und 1 e transtoriued

by substituting
=X Xor X x-X

The regression equation. ¥ - « - bX, then hecoracs
5oV ma b X

wkich simplifies 10
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Similarly. by substiatinn
SN
- b
e~
[
BB
- aiag, s w0,
e

¢ miniman. a5 can be verified by computing the second derivatives. and

of deviations s U seer htre
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